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Replication Crisis: many studies don’t replicate (red dots) 
•  one reason: underpowered studies 

- Figure from: http://dx.doi.org/10.1126/science.aac4716  



How do Underpowered Studies  
Lead to Failed Replications?  

•  Common misconception: underpowered studies are more likely to 
result in false positives 
–  For a null effect, the false alarm rate is .05 for any sample size (assuming 

good experimental practices) 

•  Actual problem: with underpowered studies, only results with really big 
measured effect sizes will reach significance.  
–  This means significant results with small sample sizes are either:  

•  A) actually really large effects, or  
•  B) small/medium effects that, due to noise, were measured larger than they really 

are. 

–  When researchers replicate an underpowered study (case B), they will 
select their sample size based upon the exaggerated effect size, leading to 
the replication being underpowered (like the original study). Odds are the 
noise won’t lead to an exaggerated effect size again, leading to a failed 
replication 
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•  Fewer subjects = more variability & lower power.  
•  Even if your effect is “real,” with small N your results will only be 

significant if you “get lucky” and overestimate the magnitude of 
the effect (green dots bottom row). 

•  When others replicate you, they will be underpowered, leading to 
failed replications (even for real effects) 
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How to Select Your Sample Size? 
Guidelines from journals a bit unclear… 



How to Select Your Sample Size: 
Guidelines from Psych Science 





How to Select Your Sample Size: 
Guidelines from a JEP: General 

 Editor’s Commentary 





How to justify/select your sample size:  
some concrete options 



How to Justify Your Number of Subjects 

•  If you’ve already run your study without doing a 
power analysis => post-hoc power analysis 
– Calculate power based upon your effect size 
– Calculate power based upon an arbitrary theoretical 

effect size 

– Not recommended: although this approach is useful for 
estimating how many subjects would have been needed 
to detect an effect that failed to reach significance, it 
won’t tell you if your significant effect was exaggerated 

– Doing this alone won’t help the replication crises 



Warning: Make sure you use the correct effect size 

•  Between-subjects: Cohen’s d 
d = (M1 – M2) / SDpooled 
 
 
 

•  Within-subjects: Cohen’s dz 
dz = mean(difference_scores)/SD(difference_scores) 
 

 

dz	



Post-hoc Power Analysis: G*Power 

•  Example: I’ve run a 
within-subjects study, 
and found a significant 
effect with N = 16 and 
dz = .9 

•  G*Power tells me that 
if this is the true effect 
size, my power was .92 

 

G*Power: gpower.hhu.de 



Post-hoc Power Analysis 

•  Example: I’ve run a 
within subjects study, 
found a significant 
effect with N = 16 and 
dz = .9 

•  …but what if my effect 
was exaggerated? What 
would my power be at 
dz = .7? 

 



Post-hoc Power Analysis:  
an example of good usage 

Nosek	et	al.,	2009.	PNAS	



Better Question: 
How to Select Your Number of Subjects? 

•  If you haven’t already collected your data  
  => A priori power analysis 

 
4 Ways to Do This: 

1.  Use sample size of previous study 
2.  Calculate number of subjects to run based upon 

theoretical effect size 
3.  Calculate number of subjects to run based upon effect 

size from pilot data 
4.  Calculate number of subjects to run based upon pilot 

data & simulations 



How to Select Your Number of Subjects? 
1. Sample Size of Previous Study 

Use sample sizes that have been successful at detecting similar effects 
in the past 
•  Not ideal (even small changes between studies, such number of 

trials, can make a big difference) 
•  Better than nothing if collecting pilot data isn’t feasible 
 

Middlebrooks	et	al.,	2017.	Psych	Science	



How to Select Your Number of Subjects? 
2. Use a Theoretical Effect Size 

•  Example: I don’t know what 
the effect size will be, but I 
want to be able to detect a 
medium effect size (>= .5) 
with power = .8.  

•  Can also use effect sizes from 
meta-analyses 

•  Still not ideal (as your study 
may differ from the average 
study in meta-analysis), but 
better 



Park et al., 2017. Psych Science 

Lloyd et al., 2017. Psych Science 

Carr et al., 2017. Psych Science 

How to Select Your Number of Subjects? 
2. Use a Theoretical Effect Size 



•  If	you	can	easily	get	data,	run	a	big	pilot	set!	This	is	pilot	
data	from	a	10	minute	online	study	(don’t	need	this	many	
subjects	in	pilot,	but	more	the	beOer	for	esPmaPng	effect	
size	accurately)	

	
•  Pilot	data	effect	size	was	.56…I	told	G*power	I	wanted	95%	

power	to	detect	.5	effect	size,	which	requires	54	parPcipants	
for	main	data	set.	I	rounded	up	to	60	subjects	for	the	main	
data	set.	

•  Even	this	approach	isn’t	perfect	–	G*power	does	not	take	
number	of	trials	into	account	–	unless	you	have	hundreds	of	
trials	per	condiPon	your	actual	power	will	be	lower	than	this	
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Experiment 1

*p < .001, dx = 0.56
N = 97

How to Select Your Number of Subjects? 
3. Use Effect Size From Pilot Data 



How to Select Your Number of Subjects? 
4. Pilot Data + Simulation 

•  Although previous examples give you a decent 
estimate of power, simulation allows you to 
calculate power for your exact design (number of 
trials, comparisons you are interested in, etc.) 

•  Simulations can also be used to calculate power 
for different number of trials than your pilot 
data 



How to Select Your Number of Subjects? 
4. Pilot Data + Simulation 
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Trials	

For	each	N:	

–  For	each	simulated	N,	sample	randomly	with	replacement	from	your	
subjects.	Also,	sample	trials	randomly	(with	replacement)	for	each	subject.	



How to Select Your Number of Subjects? 
4. Pilot Data + Simulation 

Power by N and # of Trials, Cutoff:0.6
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–  Using a pilot set of 30 subjects who did 16 trials per condition, simulation 
allowed me to calculate power for various combinations of trials and subjects. I 
ended up running the full study using 270 subjects with 12 trials per condition 
(approximately .95 power) 



Do we get this pattern when  
we simulate using real data? 
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Simulation Results 

p	>=	.05	

p	<	.05	

Average	Effect	Size	

Effect	Size	95%	
Confidence	Interval	
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Notes: 
•  Resampling from pilot data 
•  Power increases with increasing N 
•  Variability decreases with increasing N 
•  Average effect size does not change much with N 
•  Only large, exaggerated effect sizes reach significance at 

small N 
•  Even get one significant result in wrong direction 

at N = 10 (green dot far left) 
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Summary 

•  Small sample sizes are bad for two reasons: 
1.  Low power to detect real effects 
2.  Any significant result may be exaggerated, leading 

to failed replications 

•  When possible, collect a moderately sized pilot 
set of data to guide your sample size 


